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Abstract

We investigated on the possibility of an active cancellation system for unnecessary speech radiation control. Some examples of the
intended application of this system are cellular speech cancellation and speech input for recognition-based dictation systems. Both of
these applications do not require speech to be radiated into surrounding space, but only into the input microphone, and would benefit
if global radiation is controlled. We first show that speech cancellation is possible with a secondary source placed in proximity to the
mouth generating linear-predicted phase-inverted speech. However, the prediction must also cover the long delay associated with the
acoustic to/from electric conversion, as well as A/D, D/A conversions, and all associated processing, which we found could go up to
as long as 3 ms.

By using LPC predicted samples recursively to predict further samples, we found that prediction with SNR of about 6 dB is possible,
even with this long delay. The prediction coefficient update is suppressed during this recursion. Lowering the sampling frequency in order
to lower the number of predicted samples at the cost of reduced bandwidth further enhances prediction accuracy. At a sampling fre-
quency of 8 kHz, speech emission control of about 7 dB for female speech and 4 dB for male speech was found to be possible.

Finally, we experimentally evaluated the proposed active speech control method. Predicted samples of recorded speech was first pre-
pared off line. We then actually played out both the original and the predicted samples simultaneously from two loud speakers. It was
found that (1) speech cancellation of up to about 10 dB is possible, but is highly speaker dependent, (2) secondary loud speaker should be
oriented in the same direction as the primary source, i.e., the mouth. We plan to investigate further to improve prediction accuracy using
prediction coefficient extrapolation. A prototype system implementation using DSPs is also planned.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Cellular phones have become quite ubiquitous in most
developed countries. This situation has created new types
of problems: we are often bombarded by speech from peo-
ple chatting away on their cell phones from all directions.
This speech clearly is not intended for us, only to the peo-
ple on the receiving end of the call, and thus is useless after
a small portion of it enters the microphones in the hand-
sets. It also creates privacy concerns. Thus it would be ben-
eficial if we could control the radiation of this speech into
0167-6393/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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the surrounding space, or at least if we can mitigate it to
some degree.

On the other hand, speech recognition systems have
vastly improved these few years. Speech dictation systems
with acceptable accuracy have been released, and there is
a growing population of regular users. Many of these users
will be using these systems in offices, which potentially will
have many other users of similar systems, perhaps in neigh-
bouring low partitioned spaces. The speech from the
surrounding users would obviously become noise to the
dictation system, most likely bringing down the recognition
accuracy considerably. It would also undoubtedly create a
very user-unfriendly working environment. Thus, it would
also be beneficial for this application if we can control the
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Fig. 1. Active speech control configuration.
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unnecessary radiation of speech into the surrounding
environment.

Active Noise Cancellation (Nelson and Elliott, 1992;
Kuo and Morgan, 1996; Elliot, 2001) has received great
interest this decade with the advancement of Digital Signal
Processors. There have been some successful applications
of this technology (Tichy, 2001), e.g. control of fan noise
radiation through ducts, jet engine radiation control, road
noise control in automobiles (Sano et al., 2001) to name
just a few. In this paper, we investigated on the possibility
of applying similar techniques to the control of speech
(Kondo and Nakagawa, 2002). We show that speech
cancellation is possible with a secondary source placed in
proximity to the mouth generating linearly predicted
phase-inverted speech. However, the prediction must also
cover the long delay associated with the acoustic to/from
electric conversion, as well as A/D, D/A conversions, and
all associated processing, which we found could go up to
a few milliseconds. We investigated on the possibility of
using linear prediction recursively to predict speech cover-
ing this long delay. Use of a lower sampling rate to limit the
number of samples which need to be predicted ahead at the
cost of limiting the effective bandwidth has also been
investigated.

We also conducted experiments to further investigate
the feasibility of our proposed method (Kondo and
Nakagawa, 2005). Linear-predicted phase-inverted speech
samples of pre-recorded speech were prepared beforehand.
Speech prediction was accomplished using recursive LPC
as described in (Kondo and Nakagawa, 2003). We also
added an alternative prediction method based on pitch esti-
mation and sample repetition for comparison. This is
essentially a forward speech estimation method described
in the ITU standard G.711 Appendix I (ITU-T Recom-
mendation G.711 Appendix I, 1999). The purpose of this
method was to estimate speech segments lost due to packet
loss using previously received speech. Both the pre-
recorded speech and the predicted speech were played out
from loud speakers placed close to each other. We then
measured the speech cancellation level at surrounding posi-
tions using a sound level meter.

In the Section 2, the proposed speech cancellation
scheme is described. Next, some computer simulations of
the proposed scheme is described, followed by a description
of the long term linear prediction and its evaluation results.
Section 5 describes the setup and results of the experimen-
tal evaluations. Finally, the summary and some discussions
are given.

2. Active speech cancellation

As stated in the introduction, we will attempt to cancel
speech by simply placing a secondary sound source very
near the primary sound source, i.e. the mouth. Fig. 1 shows
the basic arrangement of our assumed system. Here, d, rp,
and rs are the distance between the primary and the second-
ary source, the primary source and the observation point,
and the secondary source and the observation point respec-
tively. We will assume the following for all our simulations:

(1) All sound sources are simple point sources, radiating
sound pressure equally in all directions.

(2) Sound pressure propagates linearly, and can be esti-
mated at any observation point as inversely propor-
tional to the distance from the source, while the
transmission delay is simply proportional to the
distance.

(3) For now, we will assume that we can obtain pure
speech input without contamination from the second-
ary source at the microphone input.

(4) We assume no ‘‘acoustic coupling’’ between the
sources. In other words, the acoustic pressure from
the secondary source does not effect pressure radia-
tion from the primary source and vice versa.

One can argue that assumption (1) is too optimistic.
However, Flanagan found that simple spherical source
model is accurate to within 3 dB within a solid angle of p
steradians around the mouth axis for frequencies below
4000 Hz (Flanagan, 1960). We believe this is accurate
enough for our purpose for now.

Also for assumption (3), the secondary source would
contaminate speech input, and thereby alter the ‘‘wanted’’
speech quality, as well as degrade the cancellation level.
However, we believe we should be able to use an alternative
speech input to avoid contamination. Bone-conduction
vibration pick-up ‘‘ear-insert’’ microphones (Ono, 1977;
Black, 1957) are good candidates. These microphones
pick-up the internal vibrations and thus are not as affected
by external secondary source contamination.

If we generate a sound wave at the origin with pressure
P0(t) (i.e. speech), we generate a replica of P0(t), phase-
inverted, at the secondary source, i.e.,

P sðtÞ ¼ �bP 0ðtÞ ð1Þ

From the above assumptions, at observation point (x,y),
we have the sum of P0 and Ps after it has travelled distances
of rp and rs respectively, i.e.,
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where c is the sound velocity.
In order to cancel the primary speech, we need to esti-

mate a good replica of the primary speech, and generate
the inverted version from the secondary source simulta-
neously. Thus, we need to predict the next sample from
the past primary speech samples. We employed simple lin-
ear prediction for this purpose:

x̂n ¼ �1 �
XN

i¼1

aiþ1xn�i ð3Þ

where x̂n is the predicted sample, xi, and ai are input speech
samples and the corresponding LPC coefficients
respectively.
Fig. 3. Speech residual level with cancellation.
3. Simulations

Fig. 2 shows the simulated speech radiation level from
the primary source alone, calculated in the 3 · 3 m square
observation plane. The level was estimated from the square
mean over the whole utterance. The speech sample here is
female speech from the SpEAR database (Wan et al.) with
the speech ‘‘Biblical scholars argue history’’, approximately
2.4 s in length, sampled at 16 kHz with 16 bits.

Fig. 3 shows the residual speech level with the secondary
source at 2 cm left of the primary source on the x-axis, i.e.

at coordinate (0.02 m, 0 m). A 128th order LPC was used
to predict the samples to be played out from the secondary
source. LPC coefficients were recalculated for every new
sample using the Yule–Walker equation (Haykin, 1996).
A block length of 256 samples was used. No windows were
used on these samples. Estimates within the circle radius of
1 m within the primary source were not calculated. Notice
that the residual level is significant along the x-axis. This is
because the difference between the primary and the second-
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Fig. 2. Speech radiation from primary source.
ary source tend to be largest along the x-axis, thus yielding
largest transmission delay difference between the sources.

Fig. 4 shows the cancellation level, i.e. the ratio of the
residual level shown in Fig. 3 to the uncontrolled level
shown in Fig. 2. Large negative values show larger cancel-
lation of speech radiation. The cancellation is smaller along
the x-axis, with cancellation of about �7.7 dB, while it
largest along the y-axis, with about �14.1 dB, as discussed
previously.

Fig. 5 shows the effect of LPC order on the speech can-
cellation level. Basically, the block length was twice the
length of the prediction order. Again, no windowing
was applied. The values are for an observation point at
(3 m, 3 m). The order dependency was calculated for four
speech samples with approximately the same length, rang-
ing from 2.4 s to 3.5 s, all sampled at 16 kHz with 16 bits.
Again, all samples were taken from the SpEAR database
(Wan et al.).
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Fig. 4. Speech cancellation.



Fig. 5. LPC order vs. speech cancellation. Fig. 6. Primary to secondary source distance vs. speech cancellation.

Table 2
Speech cancellation with various secondary sources

Inter-source
distance d (m)

Speech cancellation (dB)

Ideal LPC (64th) LPC (128th)

0.05 �1.75 �2.21 �2.50
0.02 �9.52 �8.06 �8.72
0.01 �14.83 �10.74 �11.52
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All samples show similar trends, with the cancellation
leveling off at LPC order of 128. One male speech sample
shows significantly smaller cancellation saturation level
than other samples. This seems to be closely related to
the LPC prediction gain.

Table 1 lists the LPC prediction gain for samples used in
Fig. 5. The male speech sample with low speech cancella-
tion shows relatively low LPC prediction gain, conse-
quently giving less accurate speech sample estimates.

Fig. 6 shows the effect of primary to secondary source
distance d on the speech cancellation. All speech samples
from the secondary sources were predicted with 128th
order LPC. The cancellation was calculated at coordinate
(3 m, 3 m) again.

As can be seen, speech cancellation quickly reduces as
the source distance increases, and reaches about even at
about 0.1 m. Above this distance, the second source merely
adds to the primary source level, thereby ‘‘amplifying’’ the
radiation level.

If we assume that the bulk of speech is around 1000 Hz,
its wave length k around 0.3 m, then as stated in (Nelson
and Elliott, 1992), the primary to secondary source dis-
tance to have effective cancellation, about k/8, should be
below approximately 0.04 m. This is roughly in line with
our observation in Fig. 6.

Table 2 compares the speech cancellation level with LPC
predicted speech with orders of 64 and 128 with ‘‘ideally’’
predicted speech, i.e. when perfect replica is used (with
phase inversion). The speech cancellation especially with
Table 1
LPC prediction gain for four speech samples

Speech sample LPC prediction
gain [dB]

Male speech 1 11.61
Male speech 2 15.28
Female speech 1 14.19
Female speech 2 14.60
LPC order of 128 is very similar to the ‘‘ideal’’ case, as is
shown.

4. Long term prediction

4.1. Long term prediction using linear prediction

So far, we have shown that it is possible to cancel speech
radiation by placing a secondary speaker close to the
mouth, and playing a predicted and phase-inverted speech
from the speaker. However, the predicted sample also must
incorporate the delay associated with the acoustic to/from
electric conversion, as well as A/D, D/A conversions, and
all associated digital signal processing. We found this delay
could go up to around 3 ms. It is necessary to ‘‘predict
ahead’’ of this delay in order to generate a good replica
of the sound to be generated from the primary source
(‘‘the mouth’’) simultaneously from the secondary source.

As we have stated in Section 4.3, we have used conven-
tional linear prediction to predict speech samples. Here, we
shall use linear prediction recursively to successively obtain
speech samples ahead in time. In other words, we can
obtain a speech sample one sampling interval ahead, i.e.

x̂n using previously observed samples xi, where i = n � 1,
n � 2, . . . ,n � N. Note that the prediction coefficients, ai,
i = 2, 3, . . .N + 1 has been calculated from xi, i = n � 1,
n � 2, . . . ,n � N using the Yule–Walker equation (Haykin,
1996). We will use the same prediction coefficient to predict
x̂nþ1 from x̂n and xi, i = n � 1, n � 2, . . . ,n � N + 1.
x̂nþ2; x̂nþ3; . . . can be predicted in a similar manner.
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4.2. Long term prediction using pitch repetition

We also tested a well known prediction scheme included
in the ITU Recommendation G.711 Annex I (ITU-T Rec-
ommendation G.711 Appendix I, 1999) for long term pre-
diction. The described method is used to predict speech
segments lost during packet transmission. A number of
recent received speech samples are retained in a buffer.
To predict samples ahead in time, pitch is estimated by
finding the peak in the normalized cross-correlation func-
tion of the most recent samples in the pitch buffer. In order
to predict n samples ahead, we simply extract the
mod(n,p)th sample in the last pitch period in the buffer,
where mod() is the modulus after division, and p is the esti-
mated pitch period. This is illustrated in Fig. 7.

This pitch-based method does not provide excellent
accuracy, but the accuracy remains fairly constant with
the increase in the number of predicted samples ahead.
The accuracy is speaker dependent to some degree.

4.3. Prediction accuracy using long term prediction

Fig. 8 shows the SNR of predicted speech samples using
recursive LPC (denoted ‘‘LPC’’) and the pitch buffer repe-
tition (denoted ‘‘pitch’’). As stated previously, ‘‘LPC’’
shows generally higher SNRs than ‘‘pitch’’ at smaller pre-
dicted time ahead (PTA), but this decreases rapidly as the
PTA increases. ‘‘Pitch’’ shows relatively constant SNR,
with gradual decrease as PTA increases, eventually show-
ing higher SNR than ‘‘LPC’’. Both ‘‘pitch’’ and ‘‘LPC’’
methods show fairly high speaker dependency.

4.4. Speech cancellation using long term prediction

We now will attempt to simulate the speech cancellation
possible using these long prediction schemes. The following
is assumed for all simulations:

(1) All sound sources are simple point sources, radiating
sound pressure equally in all directions.

(2) Sound pressure propagates linearly, and can be esti-
mated at any observation point as inversely propor-
Fig. 7. The pitch re
tional to the distance from the source, while the
transmission delay is simply proportional to the
distance.

(3) For now, we will assume that we can obtain pure
speech input without contamination from the second-
ary source at the microphone input.

From the sampled speech, linear prediction is used to
obtain speech samples 3 ms ahead, phase-inverted, and is
played out from the secondary source. Both the primary
speech and the predicted sample from the secondary source
will travel within the space to an arbitrary point surround-
ing both sources, and is summed, thereby cancelling each
other. Since speech spectrum predominantly occupies low
frequency ranges below 1 kHz, it may be possible to lower
the sampling rate, allowing less samples to be predicted
ahead in order to cover the long delay associated with
the microphone-to-secondary source path. For example,
if we halve the sampling rate, the number of samples
required to cover the delay is also halved. This obviously
comes at a cost of narrower operating bandwidth of the
cancelling speech from the secondary source. Table 3
shows the cancellation level at an observation coordinate
(3 m, 3 m), as well as the maximum cancellation within
the 3 m · 3 m plane. The primary source (i.e. the mouth)
is assumed to be at the origin, and the secondary source
is placed at coordinate (0.02 m, 0 m). All other conditions
are the same as in the previous section.

As expected, lowering the sampling rate does increase
the cancellation level, especially for the male sample. This
is expected since the male sample will contain most of the
components in the lower frequency range. The cancellation
level reaches maximum at 8 kHz sampling, which is a nice
integer down sample rate from the original sample rate of
16 kHz. The reason for this may be that the distortion is
minimum in the down sampling process to 8 kHz com-
pared to other frequencies, which require a more complex
sample rate conversion. Fig. 9 shows the cancellation level,
defined as the log ratio between unsuppressed vs. sup-
pressed speech power level, where the larger the cancella-
tion, the more negative the cancellation level. The
cancellation level is shown within a 3 m · 3 m plane from
petition scheme.



Fig. 8. SNR of predicted speech: (a) female speech and (b) male speech.

Table 3
Speech cancellation vs. sample rate

Sample Sample rate
(kHz)

Predicted samples
ahead

Speech cancellation (dB)

At Coord.
(3 m, 3 m)

Max in
plane

Female 16 50 �6.32 �6.39
10 32 �6.27 �6.33

8 25 �6.44 �6.55
4 13 �6.42 �6.52

Male 16 50 �3.38 �3.75
10 32 �3.42 �3.73

8 25 �3.98 �4.00
4 13 �3.86 �3.89
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Fig. 9. Speech cancellation level within a 3 m · 3 m plane at 8 kHz
sampling.
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the primary source for the female sample at 8 kHz sam-
pling. There is apparently a ‘‘lobe’’ with relatively large
cancellation in the diagonal direction. The maximum can-
cellation within this ‘‘lobe’’ was about �6.6 dB. The male
sample showed similar diagonal ‘‘lobe’’ albeit at a some-
what lower cancellation level. It was also found that it is
possible to ‘‘steer’’ this lobe by introducing a small variable
delay in the prediction path.
5. Experimental evaluation

5.1. Setup

We actually tried to generate speech signals and its pre-
dicted, phase-inverted signal from two loud speakers
placed near each other simultaneously, and measured the
amount of cancellation possible. Since the prediction is
fairly computationally demanding and difficult to accom-
plish in real-time with conventional computers, we pre-
pared predicted speech samples beforehand. The speech
signal and the phase-inverted predicted samples were
played out from two identical loud speakers simulta-
neously. The loud speakers were 8 cm full range speakers
in box enclosures, and were mounted on boom stands using
ball heads for camera mounts.

We tested two loud speaker orientations as shown in
Fig. 10. One orientation (A), shown in Fig. 10a, was with
loud speakers facing the same direction. The physical
dimension of the speakers and its enclosures limits the dis-
tance between the loud speaker centers, denoted d in the
figure, to 12 cm. With the other orientation, as shown in
Fig. 10b, where the loud speakers face each other, there
is no such limit, and we tested distances of d = 2 cm and
d = 10 cm. Fig. 11 shows photos of the above settings.
The sound pressure level was measured by averaging the
peak within an utterance measured with a sound level
meter (Ono Sokki LA-5111) with flat frequency weighting.
Five peak measurements were averaged. All loud speakers
and the sound meter were positioned 1 m above the floor.
As shown in Fig. 10, the primary speaker which played
out the speech signal was placed on the origin, while the
observation points (the sound level meter) were placed
3 m from the origin at angles of 0�, 45�, and 90�, respec-
tively. The secondary loud speaker, which generated the



Fig. 10. Loud speaker orientations: (a) orientation A and (b) orientation B.

Fig. 11. Photos of loud speaker orientations: (a) orientation A and (b) orientation B.
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phase-inverted predicted speech, was placed either on the
x-axis (0�) in the orientation shown in Fig. 10a, or placed
on the y-axis (90�) as in Fig. 10b.

We measured the round trip delay in the electric-acous-
tic to electric-acoustic loop, and found it to range from 180
to 260 ls depending on the loud speaker and microphone
used. With the A/D and the D/A conversion, the delay var-
ied widely depending on the implementation, from 750 ls
to over 3 ms. However, with optimum design, it should
be possible to bring this delay to close to the bare analog
loop delay described above. Accordingly, we prepared
speech samples predicted from 250 ls to 2 ms ahead to
cover this delay.

For speech samples, we used read Japanese sentences
from the ASJ Speech Corpus (Information Processing
Development Corporation, 1991) down-sampled to
8 kHz. We randomly chose two male and two female
speakers reading the same short sentence.

5.2. Results

Fig. 12 shows the speech cancellation level for loud
speaker orientation shown in Fig. 10a, or orientation A.
Speech cancellation was calculated as the ratio of the aver-
age sound pressure level with speech from the both the pri-
mary and the secondary source (the phase-inverted
predicted speech) to the sound level without the secondary
source. Again, more negative values show larger cancella-
tion of speech radiation. The distance d between the pri-
mary and secondary loud speakers was set to 12 cm. The
sound level meter was placed on the x-axis, 3 m from the
origin.



Fig. 12. Cancellation level for orientation A at 0�: (a) female speech and (b) male speech.
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Speech cancellation of over 10 dB (nominal values of
less than �10 dB) was possible for some speakers, while
it was as low as 3 dB for others. Generally, the prediction
with recursive LPC outperforms pitch repetition. Speakers
with high prediction accuracy do not necessarily show high
levels of cancellation. Surprisingly, the predicted time
ahead (PTA) did not have significant effect on the cancella-
tion level.

Fig. 13 shows the speech cancellation level at observa-
tion positions 0�, 45�, and 90� from the x-axis, all within
a radius of 3 m. For speaker ecl1008, observation at 45�
showed clearly lower cancellation level than other angles.
On the other hand, for speaker ecl0002, observation at
90� showed lowest cancellation. However, for both speak-
ers, observation on the x-axis (0�) showed the best cancel-
lation overall for this loud speaker orientation (A).

Fig. 14 compares the cancellation level with both loud
speaker orientations in Fig. 10. As stated before, for the
orientation shown in Fig. 10a (orientation A), the physical
size limits the inter-loudspeaker distance d to 12 cm. For
Fig. 13. Cancellation for orientation A at various angles: (a
orientation in Fig. 10b (orientation B), we tested
d = 2 cm and 10 cm. All measurements were on female
speaker ecl1008 with observation on the x-axis at 3 m from
the origin.

Overall, orientation A shows higher cancellation than
orientation B, even though the inter-speaker distance d

was larger. Surprisingly, for orientation B, the cancellation
was greater with a larger d of 10 cm. This is contrary to our
previous simulation results stated in Section 3, and needs
further investigation.

Finally, Fig. 15 shows the power spectrum of the origi-
nal speech signal, and the residual signal using pitch repe-
tition and recursive LPC prediction. We also included
residual signals with ‘‘ideal’’ prediction, where the original
speech is simply phase-inverted and played out from the
secondary source. This refers to the ideal case where perfect
prediction was possible, and shows the upper bound of the
proposed method.

As shown in the figure, the ‘‘ideal’’ case shows constant
cancellation over all of the bandwidth. The ‘‘pitch’’ and the
) female speaker ecl1008 and (b) male speaker ecl0002.



Fig. 14. Speech cancellation vs. loud speaker orientation.

Fig. 15. Power spectrum of residual signal.

Fig. 16. One possible configuration of the secondary speaker.
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‘‘LPC’’ methods show some cancellation in lower frequen-
cies below 1000 Hz. The ‘‘pitch’’ shows higher level than
the original speech, i.e. additional noise, in the 2800–
3300 Hz range, which was perceived as subjectively annoy-
ing high frequency ‘‘hissing’’.

6. Summary and discussion

We evaluated an active speech control scheme which
reduces unnecessary speech radiated into the surrounding
space. The proposed method reduces speech by generating
phase-inverted predicted speech from a secondary loud
speaker. Speech was predicted using LPC recursively to
predict samples ahead of the associated processing delay.
An alternative method of prediction using pitch estimation
and pitch interval repetition was included in this study.

Through simulations, we found that with the proposed
method, prediction with SNR of about 6 dB is possible,
even with the long delay associated in the path from the
speech input microphone to the secondary source output.
The prediction coefficient update should be suppressed dur-
ing this recursion. Lowering the sampling frequency in
order to lower the number of predicted samples at the cost
of reduced bandwidth was found to further enhance the
prediction accuracy. At a sampling frequency of 8 kHz,
simulations showed speech emission control of about
7 dB for female speech and 4 dB for male speech.

To evaluate the proposed method experimentally, sam-
ples of recorded speech were prepared off line. Then, both
the original and the predicted phase-inverted sample were
actually played out simultaneously from two loud speak-
ers. The following were the main conclusions and observa-
tions of this experiment:

• The prediction accuracy using recursive LPC is fairly
high when predicted time ahead (PTA), which compen-
sates for the acoustic–electric–acoustic loop delay, is
small. But it decreases rapidly as the PTA increases. Pre-
diction accuracy using pitch repetition is fairly constant,
but at somewhat lower level than recursive LPC with
small PTA.

• Speech cancellation of up to 10 dB is possible, but this
cancellation is highly speaker dependent.

• The PTA and the prediction accuracy do not affect the
cancellation level significantly. The primary to second-
ary loud speaker distance does not affect the cancellation
level significantly.

• The secondary source, i.e. the loud speaker, should be
oriented in the same direction as the primary source,
i.e., the mouth. The direction in which the largest cancel-
lation is possible is along the line joining the two
sources.

As noted above, the secondary speaker needs to be
placed close to the mouth facing the same direction. One
possible solution for this set up is depicted in Fig. 16.
The speaker is placed on the lower part of a handset, where
the microphone would be in a regular handset, facing
outward. The speech input can be obtained from an ear-
insert microphone, as suggested before. We could use a
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piezoelectric vibrator for secondary output for less space
and thickness. The vibrator normally shows small delay,
which should help increase the prediction accuracy. How-
ever, low frequency characteristics are known to be some-
what inferior compared to dynamic speakers. These
tradeoffs need to be investigated in detail. Also, the power
required to continuously generate the predicted replica
speech is another issue that needs to be addressed.

We would further like to improve the speech cancella-
tion level, as well as its speaker dependency. Although
not investigated in detail in this paper, the optimum LPC
order and analysis block length seems to be speaker depen-
dent. Thus, a training run to obtain the optimum values for
each speaker may help improve the prediction accuracy
and reduce the speaker dependency. Also, we are currently
using fixed LPC coefficients for recursive prediction. The
LPC coefficients are fixed at estimated values from the lat-
est available speech samples. Use of extrapolated LPC
coefficients may improve the LPC gain to some degree.
However, we may need to investigate a more sophisticated
speech modeling techniques than conventional LPC for sig-
nificant improvement.

Finally, we also need to decrease the computation
required to predict speech. Accordingly, we would like to
implement this method using the state-of-the-art DSPs
for real-time operation. The proposed method is still rather
expensive to implement in real-time on currently available
DPSs. Since we are using recursive prediction, conversion
to a non-recursive estimation can reduce the computational
complexity significantly. Also, combination of pitch repeti-
tion and LPC may reduce the complexity as well.
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